1.O() IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2023

Control Occupation Kernel Regression for
Nonlinear Control-Affine Systems

Moad Abudia, Tejasvi Channagiri, Joel A. Rosenfeld, and Rushikesh Kamalapurkar

Abstract—This manuscript presents an algorithm for
obtaining an approximation of a nonlinear high order con-
trol affine dynamical system. Controlled trajectories of the
system are leveraged as the central unit of information
via embedding them in vector-valued reproducing kernel
Hilbert space (vwRKHS). The trajectories are embedded as
the so-called higher order control occupation kernels which
represent an operator on the vwvRKHS corresponding to it-
erated integration after multiplication by a given controller.
The solution to the system identification problem is then
the unique solution of an infinite dimensional regularized
regression problem. The representer theorem is then used
to express the solution as finite linear combination of these
occupation kernels, which converts an infinite dimensional
optimization problem to a finite dimensional optimization
problem. The vector valued structure of the Hilbert space
allows for simultaneous approximation of the drift and con-
trol effectiveness components of the control affine system.
Several experiments are performed to demonstrate the ef-
fectiveness of the developed approach.

[. INTRODUCTION

Consider a dynamical system of the form & = f(z) with un-
known dynamics, f : R® — R™. Given an observed trajectory,
v : 10, T] — R™ satisfying the dynamics, system identification
routines for dynamical systems have traditionally relied on
taking numerical derivatives of observed trajectory data [1],
[2], or numerical gradient of a cost function [3]. However,
numerical derivatives are sensitive to signal noise, where an
addition of white noise can cause unbounded disturbances
for numerical differentiation. Methods such as the SINDy [2]
and SINDYc algorithm [4] ameliorate this issue through a
total variation regularization, but even these methods have
limitations with the respect to noise.
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Kernel methods developed by the machine learning com-
munity have been adopted for system identification purposes
by the control community [5]-[7]. The complexity of kernel
methods is further investigated in the system identification
context in [8], where it is shown that the tuning of hyper-
parameters is a problem that still persists today.

Recently, a collection of results surrounding the concept of
occupation kernels have appeared, where system identification
problems are addressed not through numerical differentiation,
but rather through integration [9]. While the analysis in this
paper does not explicitly consider measurement noise, the
developed algorithm relies on numerical integration, and as
indicated by the simulation results, the integration approach
is less sensitive to signal noise compared to state-of-the-art
methods such as SINDYc. The integration approach can be
incorporated in system identification routines naturally through
reproducing kernel Hilbert spaces (RKHSs) and occupation
kernels [9].

Occupation kernels are functions in a RKHS that represent
trajectories of a dynamical system. Since the span of the
occupation kernels can be shown to be dense in the RKHS,
they can be leveraged as basis functions for approximation
(see Proposition 3). Indeed, occupation kernels have been
used in precisely that manner for motion tomography in
[10] as well as for a regression approach to fractional order
nonlinear system identification in [11]. Occupation kernels
are also leveraged as basis functions for the construction
of eigenfunctions for finite rank representations of Liouville
operators in a continuous time dynamic mode decomposition
routine in [12]. Occupation kernels generalize the idea of
occupation measures, which have been leveraged extensively
in optimal control, in a way analogous to how kernel functions
generalize delta distributions [13]-[15]. Like kernel functions,
occupation kernels provide a function theoretic analog of their
respective measures in a RKHS.

The present manuscript generalizes two different approaches
to system identification using occupation kernels, occupation
kernels for higher order control affine systems are introduced
in Section III, and are leveraged as basis functions for the
resolution of a regularized regression problem for higher order
control affine systems of the form $zz = f(z) + g(z)u.
Specifically, this paper extends the regression approach for
fractional order dynamical systems in [11] as well as giving
a generalization of the control occupation kernels used in
combination with control Liouville operators in [16].

System identification using control occupation kernel re-
gression (COKR) is realized through a regularized regression
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formulation, where the regularization forces the minimizer to
be a linear combination of the occupation kernels, and in turn,
leads to a finite dimensional optimization problem resolved
by a matrix equation given in Section IV. In Section V, it is
shown that COKR can be viewed as a generalization of kernel
ridge regression (KRR) (see, for example, [17, Appendix A])
and that the convergence properties of KRR in terms of
function evaluation can be extended to COKR as convergence
properties in terms of inner product evaluation (see Proposition
4).

Il. PROBLEM STATEMENT

The objective of this manuscript is to learn an unknown
higher order control affine system

d’z

= )+
from observed piecewise continuous control signals {u;
[0,T;] — R™}}L, and corresponding Carathéodory solutions
[18, Section 3.1] {7, : [0,7;] — R" Ml of (1), where
f : R* — R" is the drift function, g : R” — R™ ™ jg
the control effectiveness matrix, and s € N is the order of the
system, which is assumed to be known.

For several selections of f, g, and s, the formulation in (1)
specializes to several different system identification problems.
When g = 0, the problem reduces to determining the unknown
dynamics f for a higher order dynamical system. When s = 1
the problem becomes a system identification problem for a
first order control-affine system. If s = 1 and g = 0, the
method developed in this manuscript agrees with that of [11]
for integer-order systems with ¢ = 1.

Systems of the form (1) encompass s—th order linear
systems and Euler-Lagrange models with invertible inertia
matrices, and hence, represent a wide class of physical plants,
including but not limited to robotic manipulators and au-
tonomous ground, aerial, and underwater vehicles.

In order to facilitate the description of the controlled dynam-
ical system in terms of operators, a vector valued Reproducing
Kernel Hilbert Space (vwRKHS) framework is utilized in this

paper.

g9(@)u (D

[1l. HIGHER ORDER OCCUPATION KERNELS

Given a Hilbert space ) and a set X, a vector valued RKHS,
H, is a Hilbert space of functions from X to )/, such that for
each v € Y and x € X, the functional that maps f € H
to (f(z),v)y € R is bounded. Hence for each x € X and
v € Y, there is a function K, , € H such that (f(z),v)y =
(f, Ky)p. The mapping v — K, is linear over ); hence,
K, can be expressed as an operator over Y as K, v := K, ,,
where K, : Y — H is called the kernel operator of H centered
at z. The operator K (z,y) := K K, is called the reproducing
kernel operator of H, where K is the adjoint of K.

In this paper, unless otherwise specified, we assume that
Y = R™*! (viewed as row vectors), X = R”, and H is a
vvRKHS of )—valued continuous functions over X. Since Y
is the space of row-vectors, the operation on v € R™*! by
the kernel operator K, will be expressed as vI,. A trivial

extension of the proof of [19, Proposition 2] shows that for
any vvRKHS H of continuous functions, given any continuous
signal, 0 :[0,7] — R™ and any bounded measurable signal
: [0,T] — R™, the functional 7, : H — R, defined as
o Ry 0] (u(lt)> dt for all h € H
is bounded. Control occupation kernels were introduced in
[16] as the unique functions in H that represent the func-
tional 7'91,7“ and can be generalized to higher order dynamical
systems through the Cauchy iterated integral formula. Note
that Definition 1 and Proposition 1 require weaker regularity
assumptions than those made in the problem statement, which
ensure existence and uniqueness of solutions of (1).
Definition 1: Given a continuous signal 6 : [0,7] — R”
and a bounded measurable signal « : [0, 7] — R™, the control
occupation kernel of order s € N corresponding to 0 in H,
denoted by I“E}fu is given as the unique function that represents

the bounded functional 7, as (h, Fésl)) m="Tg,h
This definition enables the treatment of particular higher order
dynamical systems without state augmentation, i.e., without
writing the system in terms of first order ordinary differential
equations. State augmentation for systems studied in this note
would result in needless approximation of already known parts
of the dynamics.

Proposition 1: Given a continuous signal 6 : [0,7] — R",
a bounded measurable signal u : [0,7] — R™, and s € N,

s L7 .
Ty (z) = = /O (T =) (1 uT(t)) Koy (2)dt,
2)
where Ky (y) is the kernel operator of H centered at 6/(t).
Proof: Consider (I'\") (z),v)y = (T vK,)y, which
follows from the definition of a vwvRKHS. Symmetrically, since
H 1is a real-valued vvRKHS, it follows that

(U (2)0)y
1

@/0 (T_t)s_l[va](a(t))(u(lt)>dt
1 T
:<(s—1)!/0 (T—t)*"*(1 u(t)T)K9(t)(x)dt’v>

Hence, the equality holds for all v € R™*! and the result
follows. [ ]

Due to the presence of an integral in (2), a numerical
integration routine, such as Simpson’s rule, is needed to
evaluate the occupation kernels and inner products involving
the occupation kernels.

The following proposition shows that Definition 1 can be
used to compute inner products in the vvRKHS. The notation
(+); is used to denote the j—th row of the matrix ().

Proposition 2: If v, : [0,T7] — R™ is a Carathéodory
solution of (1) with ((f)j (g)j) € H for each
= 1,...,n, under a piecewise continuous controller

O,T % R™, starting from the initial conditions

g+ then forall s € N. (((/);  (9);) T g =

1 le "
o TR 0)

< euavK > <UKLMF§?ZL>H:

Rm+1

Ar—’HQ
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Progi sinee (05 () () -
(FOu(tN); + (abr())u(t) = (%)

~ for almost all

t € [0,7], and Fgfu),u implements Cauchy’s iterated integral
formula through the inner product of the Hilbert space, the
proposition follows through iterated application of the funda-
mental theorem of calculus. ]

Section IV explores a regularized regression approach for
learning higher order control affine dynamical systems, where
the dynamics can be expressed as a linear combination of
higher order control occupation kernels. Therefore, it is nec-
essary to have a cogent method for evaluating the higher
order control occupation kernels, and this can be realized
through inner products with the kernels e; K, where e; is
the j-th cardinal basis function for R™*!. The following
proposition provides an explicit formulation to compute the
control occupation kernel in (2).

If variable length trajectories are admitted, then it can be
shown that the span of the occupation kernels corresponding
to trajectories 6,, that result from the application of the control
u to the system in (1) is dense in H.

Proposition 3: For any order s € N and any {v,}5_1 C R",
the span of the set

A :{

is dense in H, where 7y, ,, is a Carathéodory solution of (1)
under the control u and starting from the initial conditions
;—;WUWO(O) = for j =0,...,5 =1, r&?}mu denotes
the control occupation kernel of order s corresponding to
the signal <, -, in H, and PC°(A;B) denotes the space of
piecewise continuous functions with domain A and co-domain
B.

| Yo € Rnaﬂt € [O7T]7
et tu e PCO([0, T R™)

Proof: See the appendix. [ |
Proposition 3 motivates the use of control occupation kernels
for system identification. If H is a vwvRKHS of a universal
kernel [20, Definition 2], then any continuous function can be
approximated, uniformly over any compact set, by a function
in H [20, Theorem 3], and any function in H can be
approximated using a linear combination of sufficiently many
control occupation kernels.

IV. A REGRESSION METHOD USING CONTROL
OCCUPATION KERNELS FOR CONTROL AFFINE SYSTEMS

The COKR method developed in this manuscript solves
a regularized regression problem posed over the vvRKHS,
H. Through the representer theorem, it is shown that that
higher order control occupation kernels arise naturally as a
collection of basis functions for approximating the control
affine dynamics.

— ¢ 3¢
(D (9)).T0.) = <%<T> -3 d];‘<o>>

1

T Go /0 (T—t)* " ((f (yu(£)))i + (g(vu(t)))su(t)) dt,

given A > 0 and the controllers and controlled trajectories
from Section II, the regularized regression problem to deter-
mine an approximation of the i-th row of f and g within the
vector valued RKHS is given as

where A\ > 0 is a regularization parameter, and

'fO ]
07 (P00 (0) + (@), (0)s(0) d s ccual to the

inner product <((fA)l (9):) ,I‘(fu)J 7uj>
senter Theorem for occupation kernels (cf. [21] and [I1,
Proposition 1]), the minimizer of (3) can be expressed as

a linear combination of occupation kernels (( Iar (9)i) =

. Using the Repre-

me(fu)l g He W, MFEY?M .uar - Using this representation of
the minimizer, the inner products in the optimization problem

can be computed as(((f); (§)i) F(i) i) H

M s s 1
= (ZRL wialS, s D5 ) = ()i(GY
where (w); = (wi,l w, M) denotes the i—the row of
the weight matrix w € R"*M_ (G)7 denotes the j—th column
of the Gram matrix G € RM*M  whose i,j—th element,
denoted by Gj ;, is given by G, ; = <F(7‘Z)“ui,f‘£;?j,uj>H,
where
oy

2
(s) (s) —
<F“’“i’“’7’r7%""j>H B ( (s —1)! > /
0

(T =7 1 ] (1] K (7, (0,7, (7) [u:(t]det
)

O\iq

Furthermore, the norm in the optimization problem can be
computed as || ((f); (9)i) |} = (w);G(w);. Hence, the
resolution (3) reduces to the finite dimensional convex op-
timization problem

M

(w)}relJ%XM Z ({(w)z(G)J - (D)f]z + )\(w)ZG(w)I) :

j=1

, &)
where (D)? is the 4, j—th element of the end point difference
matrix D € R"*M whose j—th column is (D)7 = ,, (T;) —

VAT
o (0)

The optimization problem in (5) is written with respect
to a single dimension in the state space. Once all the
state space dimensions are concatenated, the combined prob-
lem can be solved via the resolution of the linear system
(G + /\IM) wT = DT.

The resultant approximation is given as (f(z) g(z)) =
Zjl\il(w)jl"gi)j,uj () where (w)? denotes the j—th column
of w. The COKR technique is summarized in Algorithm 1.
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Algorithm 1 The COKR algorithm

Input: Trajectories {~,, }£,, control signals {u;},, a reg-
ularization parameter A, the order of the system s, a nu-
merical integration procedure, and a reproducing kernels
K of H

Output f(x) g(a:))

(<F%i

M
o >H)i7j:1; using (4)
s—1 TJZ d['YuJ- M

=1 0" " dt? (0)
i/ ij=1
3: G + /\I]w) 1DT)

: <f<a:> §(2)) XL () TS o (@); using (2)
5: return (f(z) §(x))

l\)

~

V. FUNCTIONAL RIDGE REGRESSION

In the developed COKR method, we are given a
set of functions {I' 1M, and a set of constants

(D)} that satisfy <(h)i7pﬁyi)j)uj>H _ (D) with
(h); = ((f)i (9)i). We then proceed to solve

42

- )]+ Al )
theorem, we can also show
tlzat given a new function AFA/ u» the COKR predictor
(h); satisfies (d); = ((h), F%“u)H = (DG +

1
AIIV[)il Qir’(i)l KR F(Wsu),u>H s <F(Vi)M UN ) F(wi),u>H)

The COKR method can therefore be seen as a generalization
of kernel ridge regression (KRR) (see, for example, [17,
Appendix A]), where the control occupation kernels replace
the reproducing kernels.

The developed generalization is useful in problems where
direct samples of functions to be approximated are not avail-
able for training. If inner products of the unknown functions
against a set of basis functions can be computed, and if
that set of basis functions satisfies the representer theorem,
then the generalized KRR method can be used to generate
useful estimates of the unknown functions. The affine system
identification problem studied in this paper is one example of
approximation problems that have this property. The price paid
for the generalization is that instead of performance guarantees
in terms of function evaluation, we get performance guarantees
in terms of inner product evaluation against the set of basis
used for the representation. Performance in terms of function
evaluation then depends on the selected set of basis, and needs
to be analyzed separately.

Performance guarantees developed for KRR in terms of
function evaluation can be interpreted as performance guaran-
tees in terms of inner product evaluation via the reproducing
property. Such re-interpretation allows generalization of these
performance guarantees to COKR. For instance, for a set of
Jj trajectories, let G; € R7*J denote the Gram matrix of the
control occupation kernels, D; € R™*J denote the end point
difference matrix, and I'; € R7~! denote the column vector

T
(<P'(Yu)1 ,2 U1 F'(Yu)j sUj >H e <]'—"()’u)J 1Uj—1 ]'—"(Yu)j sUG >H>

. M s
mln(h)iGH Zj:l ( |:<(h’)l7 FSYU)J- sUj >H
Using the representer

. The
first j — 1 trajectories can then be used to predict the

i-th component of the end point difference for the j—th
trajectory, denoted by (D;), using COKR. The predicted
end point difference is given by (0;); : (hz,l"% g ) H =
(Dj—1)i(Gj—1 + M;—1)7'T;. A straightforward adaptation
of the proof of [22, Theorem 3] then establishes the following
proposition

Proposition 4: The cumulative end point difference predic-
tion loss satisfies

gf: ((6;); — (DHDH?

= 14 Vj
.- (s) 2
. ) s _ ) ] ) 2
(h) e ; [<(h)“ T, v“;‘>H (DJ)z} + ARl |
(C5) oy TS ) m =T (G o1 +A 1) 7Ty
where v; = SR 5 .
Proof: Follows from Proposition 7 below. [ ]

Furthermore, similar to KRR, it can be shown that in the
limit as M goes to infinity, the CORK predictor is at least as
good as any continuous function for prediction of end point
differences.

Proposition 5: If H is a vwvRKHS of a universal kernel and

X is compact then for any continuous function h : X —
Rle+1

1 M N\ 2
lim sup M{ Z ((5j)i - (DJ)Z)

M— o0 J=1

—Z[<h rsz>]7uj>—<nj>zr} <o

Proof: Follows from Proposmon 8 below. [ ]

A. A generalization of kernel ridge regression

It is well-known that the system identification problem
can be generalized to other applications where the objective
is to approximate an unknown function ¢ using the data
{(F},y;)}L, where {F;}}, C H*, and H* is the set of
bounded linear functionals on H, such that [F}](g) = y; (see,
for example, [23, Theorem 1.3.1]). In the functional ridge
regression (FRR) approach, the aim is to find a function g € H
that solves

M
min —:)* + Mgl (6)

([Fil (9)
i=1
The following proposition is a special case of [23, Theorem
1.3.1]. For completeness, a proof is included in the appendix.

Proposition 6: If f; is the representative of F; for all ¢ then
there exist constants {c;}2, C R such that the minimizer of
(6) is given by g = S cifi.

Proof: See the appendix. [ ]
The vector of constants ¢ = (cl, . cM)T in the FRR
minimizer are then given by the resolution of the linear
system (G; + Alp)c = y, where y = (yl, ceey yM)T
denotes the vector of measurements and Gy € RM*M s the
Gram matrix of the representing functions {f;}M,, whose
i,j—th element is (f;, f;). Given a new F € H*, with
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representative f € H, the action of F' on the unknown
function g can then be approximated as [F(g) =~ [F|(g) =
" ((ffidys ---» (f,fa)y) - Note that for implemen-
tation of FRR, all that is required is the ability to compute
inner products between the representing functions.

The COKR problem studied in this paper is an example of
FRR where the functionals F); are the integration functionals

[ f g] > <[ f g] ,I‘%j g and the representatives are

the control occupation kernels I',, ;. The KRR problem
is another example of FRR, where the functionals F) are
the evaluation functionals f +— [E,](f) = f(z;) and
the representatives are data-centered kernels K (-, ;). In this
paper, we show that cumulative error guarantees similar to
those derived for KRR in results such as [24, Theorem 11.1]
also hold for FRR.

B. Cumulative error bounds for FRR

Let H be a RKHS of R"—valued continuous functions
defined on a compact set X. Let {F;};2, be a family of
bounded linear functionals defined on C°( X, R™) that satisfies
the following assumption.

Assumption 1: There exists a positive constant F' < oo such

that for all j € {1,...,00}, f € C°(X,R"), and g € H,
E1()] < F £l and [[F](g)] < Fllg|;;- Furthermore.
there exists a positive constant Y < oo such that for all j €
{1,...,00}, Jy;| < Y.
If the measurements y; correspond to the action of the
functionals on a continuous scalar field g defined on a compact
set, then the existence of Y follows from uniform boundedness
of the functionals. To facilitate the convergence analysis, let
g; = argmingeyr Y1) ([F3] (9) — v:)* + Allgl|% be the FRR
minimizer and let [F}] (G;) be the FRR prediction of the action
of the j—th functional on the unknown function g, both com-
puted using the first 7 — 1 functionals and the corresponding
j — 1 measurements. Note that [F}] (§,) is a prediction since
the measurement y; is not used to compute [F}](g;). Under
assumption 1, Proposition 4 can be generalized to obtain the
following result.

Proposition 7: The cumulative prediction loss satisfies

M (w-F3)(,))°  _ mingerr SM, ([F5] (9) —5)° +

7j=1 1+V]

- g

T u—F; (Gy i1+ T
Mgl where v; = nfiduly CratAD T, oy

A

((fl,fj>H (ft,l,f])H), and Gy ;1 is the Gram ma-

trix of the first 5 — 1 representing functions.
Proof: The proof follows from a straightforward adapta-
tion of the proof of [22, Theorem 3]. [ |
Additionally, if H is a vwvRKHS of a universal kernel, then
the FRR predictor is asymptotically at least as good as any
continuous function in the cumulative prediction error metric.

Proposition 8: If H is a vwvRKHS of a universal kernel,
X is compact, and assumption 1 is satisfied then for any
continuous function g : X — R1Xm+1

M
. 1 . 2 2
_ . N — )V —([F- — < 0.
gmgM;MM@>m<mm>m)o
Proof: See the appendix. ]

Proposition 8 shows that the FRR solution converges to
a function that preforms better than any continuous func-
tion, with respect to the cumulative average prediction error.
However, Proposition 8 does not imply that the functions g;
converge to g in the supremum norm, a limitation FRR shares
with KRR. The following section nevertheless demonstrates
COKR as an effective tool for approximation of nonlinear
dynamical systems.

VI. NUMERICAL EXAMPLES

A. Higher order system - an academic example

This example utilizes the second order one dimensional
nonlinear model of the Duffing oscillator given by & =
(r — 23) + (2 + sin(z))u, where f(z) = (z — 2?) is the
drift function, g(x) = 2 + sin(z) is the control effectiveness
function, and u is the controller. To approximate the system
dynamics, 200 trajectories of the system are recorded, along
with the corresponding control signals, starting from a grid of
initial conditions [—3, 3] x[—3, 3], under a control signal that is
composed of the sum of three sinusoidal signals with randomly
generated frequencies ranging from 1 rad/s and 3 rad/s, with
coefficients sampled randomly from [—1, 1] . Each trajectory
is corrupted by Gaussian measurement noise where the signal-
to-noise ratio is about 3 dB. The initial velocities are obtained
by numerically differentiating the measured noisy trajectories.
The recorded trajectories and control signals are then utilized
to approximate f gnd g. The kernel used in this example is
z y

"
Experiment 1: The first experiment is an ablation study

done to probe the effect of the regularization parameter A. To
examine the effect of A\, 22 COKR models of the system are
generated from the same dataset of trajectories, each using
a different value of A. The values of A are selected to be
between 10712 and 107. Figure 1 illustrates the results of the
ablation study. The ablation study indicates that there is a wide
range of values of \ that result in similar model performance.
While guidelines to select A directly based on the signal-to-
noise ratio are difficult to provide, standard techniques such
as cross-validation can be used to numerically identify a value
of )\ that yields acceptable model performance.

Based on this ablation study, the regularization parameter is
selected to be A = 0.001 in the following Monte-Carlo trials.

K(m,y):exp( ) with p = 5.

‘ e 0000

[ J
° ® E I EERN
10°F g ° u
|
Tesne 00,
107! " mEg"a® !
10~13 1079 10~% 107t 103 107
A

Fig. 1. The blue circle marks are the mean of ‘f(a:) and the red square

marks are the mean of |g(x)| over x € [—3, 3] for different values of
A using COKR trained with noisy trajectories in Experiment A1.

Experiment 2: A Monte-Carlo simulation with 1000 trials
is conducted to evaluate robustness of the developed method
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Fig. 2. The evaluation of f and f (left) and g and g (right) for the ElEoaly |
Duffing oscillator with measurement noise. The solid blue lines represent S180.2 Lep® e Senmn o
the true values of the functions and the dotted red lines represent the == 0 5“-"‘?‘1}?‘““"7

COKR estimates in Experiment A2.
0.6 [T T T 0.4 F 1 T T
B 04 =
0.2 1 1 o= 02 X/\/\]
0| [ 0 | | ——
0

Fig. 3. The evaluation of fL(Ieft) and |g| (right) for the Duffing oscillator
with measurement noise in Experiment A2.

|
T

to excitation signals and sensor noise. Figure 2 shows the esti-
mated and actual values of the drift function and the estimated
and actual values of the control effectiveness function in the
first Monte-Carlo trial. Figure 3 shows the drift approximation
error, f , as a function of 2 and the control effectiveness
approximation error, g, as a function of x in the first Monte-
Carlo trial. For each trial, the maximum values of ’ f ‘ over
the interval [—3, 3] are collected using COKR and SINDY ¢ for
comparison. Box plots for the Monte-Carlo trials are presented

in Figure 4 for the maximum errors max,e|_33 ’ f ‘ and

maXge(-33) |g

, respectively.

B. Control-affine model of a two-link robot manipulator

This example utilizes a first-order four-dimensional model
of a two-link robot manipulator given by

T\ _ z2 0252 T
(i2) o (—M71($1)C(1’1,.’E2)) + (Mﬁl(m1)> (7'2> (D
where 7, = <q1 , Ty = <q1 , q1, and ¢o are the
q2 q2

angular positions of the two links, respectively, M (z1) =
<p1 + 2p3 cos(g2)  p2 + p3cos(gz)
p2 + p3 cos(qz) D2
C;.’Bl,l‘g) = (V(x1,22) + Fy) x2 + Fs(x2), where Fy =
d1

is the inertia matrix,

denotes the viscous friction at the two joints,

0 fdz
l [ ]
102 I
100 ; *E
10 == i ]
\ ! T o
88 PN
§ ¢ § ¢

Fig. 4. Monte-Carlo results of the max of )f‘ (left) and |g| (right) over
1000 trials.
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Index

Fig. 5. H;E:;” (bottom left), and

I'g%g:g” (bottom right) evaluated at 100 points, indexed by decreasing
oJistance from the origin in Experiment B1.

131 (@)
(toP). yjg, ¢z

The relative errors

Time (s)

Time (s)

Fig. 6. Regulation result using the true model (left) and estimated
model (right) for computed torque control. The green line is the the
angular position g1 (rad), the dashed red line is the the angular position
g2 (rad), the dashed black line is the the angular velocity ¢1 (rad/s),
and the dashed blue line is the the angular velocity gz2(rad/s) in
Experiment B2.

Fy(x2) = (fsl tanh(gl)) denotes the static friction at the two

fs, tanh(ge)
- —p3sin(g2)de  —p3sin(g2) (41 + ¢2)
oints, V(x1, = . .
! (21, 22) (ps sin(q2) - 1 0

is the centrifugal-Coriolis matrix and 7, and 74 are the control
torques applied by the two motors. The parameters are given
by p1 = 3.473, po = 0.196, ps = 0.242, fq, = 5.3, fa, = 1.1,
fs; = 8.45, and f,, = 2.35.

Experiment 1: Trajectories of the system are collected,
starting from 1000 different initial conditions, sampled using
pseudorandom Halton sampling over a cube of side 6 centered
at the origin of R*. Each trajectory is recorded using control
signals 7, and 79, comprised of a sum of three sinusoidal
signals with randomly generated frequencies and coefficients.
For each run, the control signals and the trajectories of the
system are recorded to generate the database that is used to
approximate f and g. Since this system has two controllers 7,
and 72, the control effectiveness matrix g is decomposed into
g1 and go, where g1 is the first row of g and g5 is the second
row of g.

The approximation error between the identified system and
the actual system is computed through evaluation at 100
sample points sampled using pseudorandom Halton sampling
over a cube of side 4 centered at the origin of R*. The
functions f, f, g, and g are evaluated at each vertex of the
grid to yield the approximation errors f, g1, and go.

Figure 5 shows the relative errors H;Eg”, Hgigg”, and
Hgig“ , respectively as a function of the node index, all using

a regularization parameter of A = 0.001.

Experiment 2: To demonstrate the utility of the model
developed via the novel system identification method, we
simulate the actual two-link robot manipulator using a fourth
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COKR \ SIDNYc
Mean SD Mean SD

max,c(_3. (’f(x)‘) 1.0322 | 0.1765 | 2.5224 | 13.3437

04718 | 0.2346 | 1.1095 0.3417

maxge(—3,3] (19(2)])

TABLE |
COMPARISON RESULT OF THE MONTE-CARLO SIMULATIONS OF THE
TWO METHODS.

order Runge-Kutta method with a computed torque controller
designed to regulate the angular positions and velocities to
zero. The computed torque controller is calculated using the
estimated model, and is given by

7= M(q)[~Kui — Kpq) + C(g, q) ®)

where M(q) and C(q,q) are recovered from the estimated

data-driven drift and control-effectiveness functions f and
. 20 0 30 0
9. and K = (0 20)’ Ko =10 30
gains. Figure 6 shows the performance of the computed torque

regulator used on the true two-link robot manipulator model.

are feedback

VII. DISCUSSION

In the first numerical example, where the Duffing oscillator
system is identified, the approximation f is nearly identical to
the true f as seen in Figure 2 and the maximum error is 0.61,
which is a 2.6% error relative to || f|| o as seen in Figure 3. The
approximation ¢ captures the underlying structure of g where
g(x) = 2 +sin(zx), but § deviates slightly from the true value
as seen in Figure 2 with a maximum error of 0.4 which is a
23% error relative to ||g||o as seen in Figure 3. The maximum
errors are a function of kernel type, parameters, number and
spatial coverage of the recorded data, and measurement noise,
and can be reduced through segmentation of the recorded
trajectories to generate more data points and increase the
resolution of the approximations.

The Monte-Carlo trials summarized in Figure 4 demonstrate
the robustness of the developed system identification method
to excitation signals and measurement noise. Figure 2 show
the full error plots of a representative sample trial.

Figure 4 indicates that COKR is less sensitive to measure-
ment noise than SIDNYc. In Table I the mean and standard
deviation of max(‘f(x)p and max(|g(x)|) for COKR and
SIDNYc are listed, which shows that COKR is more precise
than SIDNYc. This result is expected in a scenario where
measurement noise is present, since COKR uses numerical
integration whereas SIDNYc uses numerical differentiation.
Although the median of the error measurement of SINDY¢ for
f in Figure 4 is lower than that of COKR, SINDYc results in a
significant number of outliers, where the worst performing run
produces an error measurement that is two orders of magnitude
higher than COKR.

In the second numerical example, where the model of a
two-link robot manipulator is identified, Figure 5 indicates
that the estimation errors get worse as one approaches the
boundary of the domain covered by the trajectories, and better
as one approaches the origin. While the errors are hard to

visualize as a function of distance from the training data in four
dimensions, the trends observed in Figure 5 could heuristically
be attributed to limited coverage of the corners of the domain.

The identified system ( f g) is used to compute the neces-
sary torque to regulate the actual two-link robot manipulator,
which results in a performance similar to a computed torque
controller implemented using exact model knowledge, as seen
in Figure 6. The main downside of regulating the system using
( f g) is the long computation time necessary to evaluate
( f g) at any given x, which highlights the need for opti-
mization of the evaluation function to improve computational
performance.

VIII. CONCLUSION

A data-driven control occupation kernel regression method
is developed in this manuscript for identification of nonlinear
affine control systems, where identification of higher order
systems is possible without numerical differentiation for higher
order systems. As a result, as indicated by the numerical
experiments, the developed method is robust to measurement
noise. While the model developed using this method can be
used to compute the feedforward component of a controller,
depending on the number of trajectories used for modeling,
evaluation of the model at a given state can be computationally
expensive. Further research is required to develop a more
efficient evaluation method to render it useful for real-time
feedback.

A distinct advantage of the use of an occupation kernel
basis to approximate the dynamics of the system is that under
the assumptions of the framework developed in this paper, the
solution of the minimization problem in (3) is guaranteed to
be a linear combination of the occupation kernels by the rep-
resenter theorem. This means that the occupation kernels are
natural basis functions arising from a dynamics context, and in
principle they should perform better than less structured bases.
In particular, through the representer theorem, it is clear that
the occupation kernel basis will, in general, result in models
that yield a lower modeling error in the Hilbert space norm
than any other generic basis, resulting in better generalization
of the estimates away from the training data. Data-richness
in the developed algorithm is related to orthogonality of the
control occupation kernels in the Hilbert space. Examination of
the relationship between excitation in the input signal in terms
of independent frequencies, and orthogonality of the resulting
control occupation kernels, is a part of future research.

APPENDIX

Proposition 3: For any order s € N and any {v,}_] C R",
the span of the set

eR", T, € 0,7,
A ng) N 7o . [0, 7]
w0 Ly € PCY([0, T, R™)

is dense in H, where vy, -, is a Carathéodory solution of (1)
under the control w and starting from the initial conditions
(?—;7”770(0) = for j =0,...,5 — 1, F&?ﬂo,u denotes
the control occupation kernel of order s corresponding to
the signal <, -, in H, and PCO(A;B) denotes the space of
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piecewise continuous functions with domain A and co-domain
B.

Proof: Select vy such that h(-y) # 0. Continuity of h and
Yu,y €an then be invoked to conclude that for any constant

control signal u(t) = b such that h(vo) (1> # 0, there exists

b
aT,, > 0 for which fOT” (Y (1)) (11)> dt # 0. For example,
1

b =0
A straightforward extension of the above argument to the
higher order case allows us to conclude that for any order
s and any nonzero h, there exist 7y, w, and 7, such that
<h,I‘£,‘Z)ﬁo7u>H # 0. That is, H N A} = {0}, and as a result,

(A5t = H. Since (A})t = span A,, we conclude that
H = span A;. u
Proposition 6: If f; is the representative of F; for all ¢ then
there exist constants {c;}; C R such that the minimizer of
(6) is given by g =>".", ¢ fi.
Proof: write g = g1 + g2, with g; € span{f;}M, =
S and go € St. Then, the first term in the cost,
Yo (Fl9) = w)? = L%y (lon, £i) + {2, fi) —w)” =
Yoie1 (n, fi) — y;)?, is independent of go. The second term
is given by [[gl% = (91 + 92,91 + g2)m = (91, 91)m +
2{g1, 9o) 11+ (g2, 92) = 19113 + g2l Since the first term is
independent of g> and the second term is monotonic in ||ga/%;,
for any § that minimizes the cost, || g2||% = 0. [ |
Proposition 8: If H is a vwvRKHS of a universal kernel,
X is compact, and assumption 1 is satisfied then for any
continuous function g : X — RIXm+1

one can select T;, = inf <t € [0,T] | h(Vu,~, (1))

M

1
timsup - 3" (5] (@) = 5:)*~(F] (9) —,)°) <.
M —o00 J=1
Proof: Given € > 0 and a continuous function g, let
J. € H be a function that satisfies sup,cx ||g(z) — g.(z)| <
€. The probabilistic interpretation in section 5 of [22]

implies that (f;, f;)z — ?]-T G+ DT, > 0,

N FT ) —17
and as a result, 1 + iodsdn =1 (i\f”_ﬁM) g > 1.

Proposition 7 thus implies that Z;Lﬂ (y; — [F;] (gj))2 <
mingenr 32,0, (5] (B) = y5)* + AllR|3;. Letting h = g, and
adding and subtracting Z]M=1 ([F5] (9) — yj)2 we conclude
that 3270 (y; — (51 8)" — X5 (Fil(9) =) +
S (B9 =)’ = (B @) —9)°) < Mgl
Using linearity of F}, the identity ([F}] (9))° — ([F}] (.))" =
([FX/I] (9+79.)) ([F;] (g —3.)), and Assumption 1, we have
S (g = [Fi](90)* = 2550 ([Fi] (9) = )" < Allgell3 +
St (F2 g+ el g = Gelloo + 2F N5 — 91l 7).
Using the fact that g + g, = 29 + g, — g, we get the bound
ity (v — [F3] ()" =252 (B3] (9) — w3)” < Algell +
S (F2219ll + 2FY) g — glloe + F* . - 912
Since sup,¢x [|l9(x) — 7. (2)]| <€,

(205 5 — [F] @) = 2L (F) (9) - 7)) <
53+ (B 120l 0 +2F7 ) e+ Foe2.

Since ||g.||% is independent of M, the proposition is es-
tablished by taking the limit superior as M — oo, and then
taking the limit as € — 0. [ |
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